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ABSTRACT: This paper employs modern econometric time series methods such as cointegration and error-correction to analyze the dynamic relationship between export growth and economic growth in Turkey, using quarterly data from 1980 to 2004. From the theoretical point of view, the export growth should contribute positively to economic growth. In fact, this point is the rational behind the export-led growth hypothesis. The empirical research conducted here shows that a uni-directional long term causality exists from export growth to economic growth in Turkish Economy. In terms of error correction models, there is evidence for short-run Granger causality running from export growth to economic growth. However, there is as well evidence for short-run causality running from economic growth to export growth.
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1. Introduction
The hypothesis of uni-directional causality from export growth to economic growth is popularly known as export-led growth hypothesis (ELGH for short). There is a growing body of literature examining the EGLH in developing countries both in theoretical and empirical terms. According to Ekanayake (1999) these studies can be classified in four main groups both from historical and methodological point of view. The early studies regarding the ELGH, examined the simple correlation coefficient between export growth and economic growth. Among these studies Michaely (1977), Balassa (1978), and Kormendi and Mequire (1985) are counted. These studies are generally based on some descriptive statistics and concluded that there is strong evidence in favor of ELGH depending on the fact that export growth and economic growth are highly correlated. The main
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weakness of this group of studies is that a high degree of positive correlation between the two variables was used as evidence supporting the ELGH.

The second group of studies took the approach of whether or not exports are driving output by estimating output growth regression equations based on the neoclassical growth accounting techniques of production function analysis, augmented by exports or export growth as an explanatory variable. To mention but a few of the studies done on this line include Balassa (1985), Lucas (1990), and Sprout and Weaver (1993). In this group of studies, a highly significant positive value of the coefficient of export growth variable in the growth accounting equation and a significant improvement in the coefficient of determination with the inclusion of the export growth variable in the regression equation are shown as evidences for ELGH. As pointed out by Ekanayake (1999) this group of models criticized for making a priori assumption that export growth causes output growth and do not consider the possibility of bi-directional causality between the two variables.

The third group of studies makes a strong emphasis on causality between export growth and economic growth. This approach has been taken in Jung and Marshall (1985), Bahmani-Oskooee et al. (1991), and Holman and Graves (1995) and designed to assess whether or not individual countries exhibit evidence for ELGH using Granger or Sims causality tests. The major drawback of these studies is that the Granger or Sims tests used in these studies are only valid if the original time series are cointegrated. Therefore, cointegrating properties of original export and output series should be checked first before using Granger or Sims tests.

The final group of studies, that has been relatively new which involve the application of techniques of cointegration and error-correction models includes Bahmani-Oskooee and Alse (1993), Sengupta and Espana (1994), Ghatak, Milner and Utkulu (1997), Ekanayake (1999), Richards (2001), Ngoc et al (2003). The present study as well can be counted as a member of this last group.

The aim of this study is to investigate the dynamic relationship between export growth and economic growth (in terms of output growth) in Turkish economy using cointegration and error-correction models. There are already several studies that employed this methodology to investigate the dynamic relationship between export growth and economic growth in developing economies.
Considering the relative scarcity of using this methodology in empirical investigation of export-growth relationship, we hope that this study will make a modest but certain contribution to the empirical literature.

The main body of the study is organized as follows. The methodology of cointegration and error-correction models is presented in section 2. The sources and properties of data and the empirical results are reported in section 3. In the final section of 4, a discussion of implications of results and some summary conclusions are presented.

2. A Brief Account of Employed Methodology
This study employs relatively new methods of time series econometrics, such as cointegration and error-correction models, to test the dynamic relationship between exports and economic growth. The popularity of these methods in recent empirical research depend on a number of reasons among which the simplicity and relevance in analyzing time-series data of paramount importance. Moreover they ensure stationarity and further possibilities through which Granger-causality could be investigated in the face of cointegration. Although these techniques are widely used in a VAR (vector autoregressive) context, here we use these methods in a bivariate modeling framework.

Granger (1969) developed a test to check whether or not the inclusion of past values of a variable \(X\) improves the prediction of present values of variable \(Y\). If the prediction of \(Y\) is improved by including past values of \(X\) relative to only using the past values of \(Y\), then \(X\) is said to Granger-cause \(Y\). In the same manner, if the past values of \(Y\) improve the prediction of \(X\) relative to using only the past values of \(X\), then \(Y\) is said to Granger-cause \(X\). If both \(X\) is found to Granger-cause \(Y\) and \(Y\) is found to Granger-cause \(X\), then there is said a feedback relationship. Yet there is a possibility of spurious causality. To avoid it, both series need to be stationary. The property of non-spurious long-run equilibrium (stationary) relationship among economic variables is referred to in the literature as cointegration. Granger (1988) asserts that, standard tests for causality are valid only if there exits a cointegrating relationship. That is, to check the cointegrating properties of the variables under consideration is a necessary precondition for causality testing.

The cointegration and error-correction methodology is briefly outlined as follows. Granger (1986), Engle and Granger (1987), have investigated the causal relationship between two variables when a
common trend exits between them. A non-stationary time series \( Y \) is said to be integrated of order \( d \), if its stationarity is achieved after being differenced \( d \) times. Equilibrium theories regarding the non-stationary variables require a linear combination of the variables to be stationary. The deviations from equilibrium must be temporary. If two series \( Y \) and \( X \) are both \( I(d) \), a linear combination, \( Y - aX = u \), is integrated of order \( (d - b) \), and \( b > 0 \), then \( Y \) and \( X \) are said to be cointegrated.

Cointegration test between the two variables can be done in four steps (Enders, 2004, p.335). First, pretest the time series for their order of integration. The number of unit roots in each variable should be determined by performing the augmented Dickey-Fuller (ADF) test. The ADF test is based on the regression equation with the inclusion of a constant and a trend of the form

\[
\Delta Y_t = \alpha_0 + \alpha_t t + \beta Y_{t-1} + \sum_{j=1}^{p} \gamma_j \Delta Y_{t-j} + \epsilon_t, \tag{1}
\]

where \( \Delta Y_t = Y_t - Y_{t-1} \) and \( Y_t \) is the variable under consideration, \( p \) is the number of lags in the dependent variable, is chosen so as to induce a white noise term and \( \epsilon_t \) is the stochastic error term. The stationarity of the variable is tested using the null hypothesis of \( \beta = 0 \) against the alternative hypothesis of \( \beta < 0 \). Reject the null hypothesis if the test statistic is less than the critical value in real terms. If the null hypothesis cannot be rejected, it implies that the time series is non-stationary at the level and therefore it requires taking first or higher order differencing of the level data to establish stationarity. As it is obvious from the alternative, ADF is a one-sided test and one can use three types of ADF regression of (1), that is, intercept and/or deterministic time trend can take place or not. Engle and Granger (1987) prefer the ADF test due to the stability of its critical values as well as its power over different sampling experiments. The optimum lag length in the ADF regression insures the residuals not to be serially correlated. To have a reliable test result, all the coefficients in the regression must be significant and residuals should imitate a white noise process.

Standard time series econometric methodologies assume stationarity in the variables. Otherwise the usual statistical tests are inappropriate and the inferences drawn will be misleading. As Granger and Newbold (1974) rightfully pointed out, the ordinary least squares (OLS) estimation of regressions
for example, in presence of non-stationary variables give rise to spurious regressions if the variables are not cointegrated. Therefore testing the economic time series for stationarity is of great importance.

Having tested the stationarity of each time series, and confirmed that each series have the same order of homogeneity \((d)\), the next step is to search for cointegration between \(X\) and \(Y\). In this step we investigate whether there is a long run relationship between the stochastic trends of \(X\) and \(Y\). In order that \(X\) and \(Y\) have any type of causality, they must be cointegrated in the Granger sense. This precondition can be confirmed by using either the Engle-Granger two-step cointegration procedure or Johansen-Juselius rank-based cointegration test. The Engle-Granger procedure involves two steps. In the first step, for an economic model based on two time series \(Y_t\) and \(X_t\), stationarity of each variable are examined by unit root tests. Following the stationarity tests, if the two series have the same order of integration, then either one cointegrating regression which is a linear combination of the series or two cointegration regressions (direct and reverse) between the two variables can be estimated using the OLS. Direct and reverse regressions are obtained by normalizing for respective selected dependent variables. The second step involves directly testing the stationarity of error processes of cointegration regressions estimated in previous step. In the third step the error correction models are estimated. If the variables are cointegrated there must exist an error-correction representation that may take the following form:

\[
\Delta Y_{1t} = \alpha_1 + \beta_1 e_{t-1} + \sum_{i=1}^{k} Y_{1i}\Delta Y_{t-1-i} + \sum_{i=1}^{k} Y_{2i}\Delta Y_{t-1-i} + \varepsilon_{1t}, \quad (2)
\]

\[
\Delta Y_{2t} = \alpha_2 + \beta_2 e_{t-1} + \sum_{i=1}^{k} \delta_{1i}\Delta Y_{1t-1-i} + \sum_{i=1}^{k} \delta_{2i}\Delta Y_{2t-1-i} + \varepsilon_{2t}, \quad (3)
\]

where \(e_{t-1}\) is the residuals of, or discrepancies from the, long-run (cointegrating) relationship and \(\beta_1\) and \(\beta_2\) are the error-correction coefficients. The inclusion of error-correction terms in equations (4) and (5) introduces an additional channel through which Granger causality could be detected. According to Granger (1986), the error-correction models produce better short-run forecasts and provide the short-run dynamics necessary to obtain long-run equilibrium. However, in the absence of cointegration, a vector autoregression (VAR) in first-differences form can be constructed. In this
case, the error-correction terms will be eliminated from equations (4) and (5). If the series are
cointegrated, then the error-correction models given in equations (4) and (5) are valid and the
coefficients $\beta_1$ and $\beta_2$ are expected to capture the adjustments of $\Delta Y_t$ and $\Delta Y_{2t}$ towards long-run
equilibrium, while $\Delta Y_{1t-i}$ and $\Delta Y_{2t-i}$ are expected to capture the short-run dynamics of the model.

It might be the case that while one regression residuals are stationary the other one may not be. The
test for cointegration should be robust to the choice of the variable selected for normalization. In the
case of three or more variables, there may be more than one cointegrating regression. But most
important defect of Engle-Granger procedure is its reliance on two-step estimation.

Fortunately, Johansen (1988), and Johansen and Juselius (1990) have developed a maximum
likelihood testing procedure on the number of cointegrating vectors which also include testing
procedures for linear restrictions on the cointegrating parameters, for any set of variables. Two test
statistics that are used to identify the number of cointegrating vectors, namely the trace test statistic
and the maximum eigenvalue test statistic, are given here. For the null hypothesis that there are at
most $r$ distinct cointegrating vectors, the test statistic is

$$
\lambda_{\text{trace}}(r) = T \sum_{j=r+1}^{p} \ln(1 - \lambda_j),
$$

where $\lambda_j$'s are the $p - r$ smallest squared canonical correlations between $Y_{t-k}$ and $\Delta Y_t$ (where
$Y_t = (Y_{1t}, Y_{2t})$ and where all variables entering $Y_t$ are assumed to be $I(1)$, corrected for the effects
of the lagged differences of the $Y_t$ process. The maximum likelihood ratio or put another way, the
maximum eigenvalue statistic, for testing the null hypothesis of at most $r$ cointegrating vectors
against the alternative hypothesis of $r + 1$ cointegrating vectors, is given by

$$
\lambda_{\text{max}}(r) = -T \ln(1 - \lambda_{r+1})
$$

Some econometric software may not produce this last statistics, but it can be calculated by the first
one as follows,
\[ \lambda_{\text{max}}(r) = \lambda_{\text{trace}}(r) - \lambda_{\text{trace}}(r + I) \]  

(6)

Johansen (1988) argues that, $\lambda_{\text{trace}}$ and $\lambda_{\text{max}}$ statistics have non-standard distributions under the null hypothesis, and provides approximate critical values for the statistic, generated by Monte Carlo methods.

3. Data and Empirical Results

Quarterly data for the period 1989Q1-2004Q4 were used for estimation. The data on exports and gross national product (GDP) for Turkey are obtained from CBRT website.

![Figure 1. Seasonally Adjusted Logarithmic Real GDP and Export Series](image)

As a precondition of the employed methodologies, stationarity of the series are examined and the empirical results are discussed in this section. In Table 1 we present the results of unit root tests obtained using the augmented Dickey-Fuller test. The results are based on quarterly series of export and GDP for Turkey. The span of 1989Q1-2004Q4 reflects data availability.

<table>
<thead>
<tr>
<th>Table 1. Augmented Dickey-Fuller Unit Root Tests</th>
</tr>
</thead>
</table>
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The results point to the presence of unit roots in both series. More specifically, the null hypothesis that the series are non-stationary is not rejected at the levels of both variables. However, when the first differences of the variables are considered, the null hypothesis is rejected in favor of alternative hypothesis which state that the series are stationary. Thus, their first difference is found to be stationary and hence $LNREXP$ and $LNRGDP$ are both integrated of order one, $I(1)$.

The next step involves applying Engle-Granger two-stage cointegration procedure and Johansen-Juselius cointegration test to check whether the two variables are cointegrated. The optimum lag lengths are determined using the Akaike final prediction error (FPE) criterion. The results of the ADF test applied to residuals of the cointegration equations are presented in Table 2. The results indicate that the estimated ADF statistics for the residuals are greater than their corresponding critical values for both series.

### Table 2. Results of Engle-Granger Test

<table>
<thead>
<tr>
<th>Cointegrating Equation</th>
<th>slope</th>
<th>st. error</th>
<th>t-values</th>
<th>ADF for Residuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>$LNREXP=f(LNRGDP)$</td>
<td>2.685313*</td>
<td>0.120056</td>
<td>22.36710</td>
<td>-3.455812</td>
</tr>
<tr>
<td>$LNRGDP=f(LNREXP)$</td>
<td>0.331334*</td>
<td>0.014813</td>
<td>22.36710</td>
<td>-3.954602</td>
</tr>
</tbody>
</table>

Notes: * indicate the statistical significance at the 1% level of significance. 1% critical values of ADF statistic for residuals is -2.5994. Sample period: 1989:1 2004:4, Included observations: 64
The residuals of cointegrating equations are plotted in Figures 2 and 3. From the inspection of these figures it is obvious that these two residuals are symmetrical and corresponding regressions are in fact identical.

**Figure 2.** Residual Plots For the Cointegrating Equation LNREXP=f(LNRGDP)

**Figure 3.** Residual Plots For the Cointegrating Equation LNRGDP=f(LNREXP)

Secondly, the Johansen-Juselius cointegration test has been performed for this two series and the results of this test which has been presented in Table 3 below, also provide evidence for the existence of one cointegration vector implying that the two variables are cointegrated.

**Table 3. Johansen Cointegration Tests Results**

<table>
<thead>
<tr>
<th>Eigenvalue</th>
<th>Likelihood Ratio</th>
<th>5 Percent Critical Value</th>
<th>1 Percent Critical Value</th>
<th>Hypothesized No. of CE(s)</th>
</tr>
</thead>
</table>
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From Table 3 above, we see that the likelihood ratio test indicates 1 cointegrating equation at 5% significance level. This result confirms the Engle-Granger two stage test for cointegration. Thus, the results of both Engle-Granger two-step procedure and Johansen-Juselius cointegration test imply a long-run association between real exports and real GDP series for Turkey.

Therefore, equations (2) and (3) have been estimated including the error-correction terms. The empirical results of the estimated error-correction models are presented in Table 4. The results show that bi-directional causality exists between export growth and GDP growth. This is based on the statistical significance of the error-correction coefficients ($b_1$ and $b_2$) of the error-correction (EC) terms. The error-correction terms $e_{t-1}$ represents the long-run impact of one variable on the other while the changes of the lagged independent variable describe the short-run causal impact. The results presented in Table 4 provide evidence on long-run impact from export growth to economic growth as well as from economic growth to export growth. The short-run dynamics of the error-correction processes can be identified by examining the statistical significance of the values given in these two columns. The optimum lag lengths for autoregressive terms in equations (2) and (3) were identified using the Akaike final prediction error criterion. The statistically significant non-zero coefficients show that the short-run Granger causality runs from GDP growth to export growth. Similarly, the statistically significant non-zero coefficients reflect feedback between current changes in real exports and its own lagged values. Further, the results presented in the bottom part of Table 4 indicate that the non-zero coefficients reflect feedback between current changes in real GDP and its own lagged values. The statistically significant non-zero coefficient show that the short-run Granger causality runs from export growth to GDP growth.
Table 4. Estimation Results of Error Correction Model

<table>
<thead>
<tr>
<th>Error Correction:</th>
<th>D(LNRGDP)</th>
<th>D(LNREXP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables</td>
<td>Coefficients</td>
<td>St. Error</td>
</tr>
<tr>
<td>C</td>
<td>0.022224</td>
<td>(0.00496)</td>
</tr>
<tr>
<td>EC</td>
<td>-0.421084</td>
<td>(0.08334)</td>
</tr>
<tr>
<td>D(LNRGDP(-1))</td>
<td>0.088485</td>
<td>(0.10981)</td>
</tr>
<tr>
<td>D(LNRGDP(-2))</td>
<td>0.067606</td>
<td>(0.11942)</td>
</tr>
<tr>
<td>D(LNEXP(-1))</td>
<td>-0.296220</td>
<td>(0.06156)</td>
</tr>
<tr>
<td>D(LNEXP(-2))</td>
<td>-0.233705</td>
<td>(0.06109)</td>
</tr>
</tbody>
</table>

Notes: Sample(adjusted): 1989:4 2004:4, Included observations: 61 after adjusting endpoints. EC denotes the error-correction term and critical values for which is -2.02 at the 5% level of significance. * These values are not significant at 5% significance level.

Error-correction results of Table 4 shows that in both equations the error correction terms are significant. The other coefficients are significant in general significant. All these results confirms that, beside of long-term, there is a significant short term relationship as well between export and growth.

Table 5. Pairwise Granger Causality Tests Results

<table>
<thead>
<tr>
<th>Null Hypothesis:</th>
<th>Obs</th>
<th>F-Statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>LNREXP does not Granger Cause LNRGDP</td>
<td>60</td>
<td>8.91701</td>
<td>0.000</td>
</tr>
<tr>
<td>LNRGDP does not Granger Cause LNREXP</td>
<td>60</td>
<td>2.00626</td>
<td>0.107</td>
</tr>
</tbody>
</table>


In Table 5 we present Granger causality test result. As it is obvious from the table, there is a significant Granger- causality from export to growth, but the reverse is not significant. This result confirms that there is no feedback relationship between these two variables. Since we have established the direction of the long-run (equilibrium) relationship, in Table 6 below we have tried several equilibrium models.

Table 6. Long-run Relationships from LNREXP to LNRGDP

<table>
<thead>
<tr>
<th>Model 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
</tr>
<tr>
<td>C</td>
</tr>
<tr>
<td>LNREXP</td>
</tr>
</tbody>
</table>
Among the alternatives Model 3 seems to be the best one in terms of both coefficients of determination (R-squared) and AIC (Akaike’s Information Criteria). The residuals plot of this final model is presented in Figure 4 below. The plot of residuals imitates a white noise process. In fact the ADF test of residuals has shown no sign of unit roots.
4. Conclusions

This study uses time series econometric tools such as causality, cointegration and error-correction models to investigate the dynamic relationship between export growth and economic growth in Turkish economy. The applied economics literature regarding ELGH studies have reached mixed results for different economies. These studies employed simple descriptive statistics, Granger-causality, Cointegration and error correction methodologies.

The cointegration modeling techniques used in this paper have revealed that there is a unidirectional causality from export growth to economic growth in Turkey. There is evidence for long-run Granger causality running from economic growth to export growth in Turkey. Error-correction analysis confirms bi-directional short-run relationship, that is, gives evidence for short-run Granger causality running from export growth to economic growth, and evidence of short-run causality running from economic growth to export growth.
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